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Question One (Compulsory)

a) Explain the meaning of the following terms in respect to neural networks:
(i) Neural network
(ii) Artificial neurons
(iii) Artificial neural network
(iv)Threshold in artificial neuron
(v) Multilayer network (10 marks)

b) Explain FIVE reasons why it has become necessary to study artificial neural networks (5 marks)

c) State FOUR application areas of artificial neural network iterative process of adjustments applied 
to its synaptic weighs and thresholds. Ideally, the network becomes more knowledgeable about its 
environment after each interaction of the learning process.

(i) State the THREE broad type of learning (3 marks)
(ii) Describe the leaning types noted in (i) above (6 marks)

d) Compare the brain and computers with respect to the listed comparison features below:
(i) Style of computation
(ii) Fault tolerance
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(iii) Intelligence and consciousness 
(iv)Adaptive (4 marks)

Question Two 

a) A recap of the human nervous system can be broken down into three stages that can be represented
in block diagram form as:

Stimulus       Response 

Explain the function of:
(i) Receptors
(ii) Effectors
(iii) Neural net (Brain) (6 

marks)

Study the diagram below and then answer the subsequent question:

b) Write down the equation for the output Yj of a McCulloch-Pitts neuron as a function of its inputs Ii

(3 marks)
c) Explain how the model (figure 2) above works using McCulloch-Pitts neuron function

(11 marks)

Question Three

a) Suppose the credit card company decided to deploy a new system for assessing credit worthiness
of its customers. The new system is using a feed forward neural networking with a supervised
learning algorithm. Suggest in a form of essay what should the bank have before the system can be
used? Discuss problems associated with this requirement. (10 marks)

b) Describe the main steps of the supervised training algorithm (6 marks)

c) State TWO drawbacks of supervised learning (4 marks)

Question Four

a) (i) What is a training set in neural networks? (3 marks)
(ii) How is it used to train neural network? (5 marks)

b) Outline FIVE characteristics of Hopefield network (5 marks)

c) Describe the learning in a Hopefield network (7 marks)

Question Five

a) Write short notes on the following items:
(i) Supervised learning 
(ii) Unsupervised learning
(iii) Reinforced learning (12

marks)

b) Explain the working of the least mean square algorithm (8 marks)
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