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Question ONE (30 MarkS) 

(a) Write notes on four of the following.    

(i)  Multicollinearity.       (5 marks) 

(ii)  Heteroscedasticity.       (5 marks) 

 

(b)  Each of the following problems could occur in fitting a multiple linear regression model. For each of the 

problems suggest a possible solution. Justify your answers. 

 

(i)  The X'X matrix contains some very large values.    (2 marks) 

 

(ii)  Multicollinearity exists.        (2 marks) 

(iii)  The residuals are uncorrelated but have a non-constant variance.   (2 marks) 

 

(iv)  The overall model is statistically significant, but none of the individual parameter estimates is 

significant.         (2 marks) 

(c) Statistical packages contain various influence diagnostics.  

(i)  Explain what the hat matrix H is in the analysis of the linear model 
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 Obtain an expression for εˆ in terms of H. 

 

        
State the properties of the residuals, and explain how the diagonal elements of the hat matrix are used to 

decide whether or not a data point (xi, yi) is influential. Explain how this helps in constructing a model.  

           (6 marks)  

(ii)  Explain in detail how each of the following can be useful in constructing a model:   

(1) Cook's distance 

(2) DFFITS         (6 marks) 

Question TWO (20 MarkS) 

(a) The ages in years, x, and scores, y, of nine trainees in an aptitude test are tabulated below. Plot these data on a 

graph, comment on their suitability for correlation and regression analysis, and calculate the product-moment 

correlation coefficient, rxy ,say         (7 marks) 

 

Fit a simple linear regression of score on age to these data, and use the fitted line 

to estimate the average score for a trainee aged 

  (i) 18, 

 (ii) 26          (6 marks) 

(b) You are now told that trainee I is the only trainee to have experienced higher education. Recalculate the 

correlation and regression without this person, and comment on your results.   (7 marks) 

Question THREE (20 MarkS) 

A group of astronomers carried out a study of the relationship between light intensity and surface temperature. Data 

gathered on 24 stars in the cluster CYG OB1 are given in the table below. Note that there are three outlying points 

indicated by an asterisk (*) 

  

(a) A regression analysis of the full data set was performed using a statistical package and produced the following 

output 
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A quick look at the data suggests that there is a positive relationship between surface temperature and light 

intensity. However, the estimate of the slope is negative. Why is this?    (4marks) 

(b) The astronomers decided to asses the impact of the three outlying data points by deleting them and then 

calculating the following summaries. 

 

Estimate the slope of the regression line after removing the outlying points and test the hypothesis that the slope is 

zero.            (8marks) 

(c) Construct a scatter plot of the full data set. Explain why the estimated slopes in (i) and (ii) have different signs 

            (4 marks) 

(d) What conclusions do you draw from these analyses?       (4 marks) 

Question FOUR 

The table below shows the UK Gross Domestic Product (GDP, y) for the years 1989 − 1999, with years also 

coded as t = year − 1994. The figures are given in units of £bn, and are expressed in 1995 prices. 

 
 

(a) A model y = α + βt + ε, where ε is a random error term with the usual properties, is proposed for the data. 

Obtain least squares estimates of α and β, and calculate r2 (the coefficient of determination). Also estimate σ2, 

the variance of ε, and obtain estimates of the standard errors of the coefficients α and β.  (6 marks)  

 

(b) What are "the usual properties" of the errors? How realistic is the assumption that the errors have these 

properties? (You are not expected to describe or conduct any tests.)     (2marks)  

(c) Interpret the value of r2, and the values of your estimates of α and β.     (3marks)  

 

(d) Draw a time chart of the data and superimpose your estimated function on it.    (5marks)  

 

(e) Use your estimated model to predict GDP in 2000 and 2010, and comment on your predictions in the light of 

your graph.            (4marks) 

Question FIVE(20  Marks) 

A scientist has collected a set of data (xi, yi) in a situation in which he believes that the underlying model is of the form  

  

He has read about two ways of fitting such a model and does not know how to proceed. 

(a) One method is to use log(y) rather than y as the response variable.  

(i)  Write down the appropriate statistical form of the model, stating the assumptions with regard to the 

distribution of errors for the untransformed data.      (2 marks)  
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(ii)  Derive the normal equations for this model and hence derive expressions for the parameter estimates.  

           (5marks) 

 

(b) The second method uses the statistical model 

 

For a non-linear model ,  normal equations for any parameters can be obtained by differentiating   

 suitably and equating the derivatives to zero. Derive the normal equations for the model 

 and hence derive a nonlinear equation for the estimate of the parameter b, and an expression for the 

estimate of a in terms of that of b.        (6 marks) 

(c) The scientist proceeds to fit each model to his data. He has 25 data points, shown in the scatter lot below (Fig.1) 

(i)  Compare the estimates of a and b given by the two models.     (1mark) 

(ii) Computer output has provided some residual plots, which are given in the figures 2(a) & (b) below .Based 

on all of the available information, which model would you prefer, and why?   (3 marks) 

(iii) What further information would you wish to have in order to decide which is the better model?   

           (3 marks) 

 

 


